MAT207 – Roback

Spring 2002


Name ___________________________

MAT207 - Exam #2 (Take-Home)

April 17th, 2002

Please write and sign Honor Code (then staple this sheet to the front of your exam):

By signing the above Honor Code, you certify that you conformed to the following guidelines for this take-home exam:

· You may use (but are not limited to) our textbook The Statistical Sleuth, SPSS on the computer, class notes, and assignments and labs from this semester.

· You may not discuss any aspect of this exam with any other person (except Professor Roback).

· Exams are due IN CLASS on Monday, April 22nd.  (NO exceptions unless cleared with me before exams passed out.)
___________________________________________________________________________________

Data Problem 20.18:  Fatal Car Accidents Involving Tire Failure on Ford Explorers
Please read the problem description on pages 606-608.  Load the data set ex2018.sav into SPSS.

a)
Report and discuss descriptive statistics evaluating the relationship between cause of accident (tire-related or not) and vehicle age, number of passengers, and type of SUV (Ford or not).

b)
Use logistic regression to compare the risk of a fatal accident with Ford Explorers compared to other vehicles, after controlling for vehicle age and number of passengers.  Write down the equation of your model.  Interpret the coefficient for Type of SUV (i.e. the “make” variable) in context.

c)
There is reason to believe that the effect of vehicle age peaks after a certain number of years as people begin to change tires on their cars.  One way to test this idea is by introducing an Age-squared term (add it to a model with terms for vehicle age, number of passengers, and type of SUV).  Test whether or not Age-squared significantly improves your model of the log-odds of tire-related fatal accidents using a likelihood ratio test (drop-in-deviance test).  Write your null and alternative hypotheses, calculate a test statistic and a P-value, and state a conclusion in context.  

d)
Evaluate strengths and weaknesses of drawing conclusions about the safety of Ford Explorers from this data set and these analyses.

Extra Credit) The (alleged) problem with Ford Explorers may be due to the load carried, so we should see whether or not the odds associated with Ford depends on the number of passengers.  Build a model which allows you to compare the (potentially different) odds ratios for Fords when there are 0 passengers vs. when there are 3 passengers, controlling for other important covariates.  Write the equation of your model, calculate the odds ratios for Ford with 0 passengers and with 3 passengers, and comment on the theory that the problem with Ford Explorers is due to load carried.

[Problems continued on reverse side…]

Data Problem 10.28: El Nino and Hurricanes
Please read the problem description on pages 300-302.  I took the liberty of running a few models in SPSS and including the output.  Using one (or more) of these models, write a statistical report addressing the questions below.  You can assume that no problems were found with respect to influential observations and model assumptions.

1. Describe the effect of El Nino on the number of hurricanes in a year, after adjusting for potential effects of West African wetness and trends over time. 

2. Are your results consistent with the theory that the warm phase of El Nino suppresses hurricanes while a cold phase encourages them?

3. Is there evidence that wet years in West Africa often bring more hurricanes?

4. Is there evidence that the effect of El Nino depends on West African wetness?

Remember the components of a well-written statistical report which we have discussed in class.  To help you interpret the output below, here’s a guide to my variable names:

· elcold = 1 if a cold El Nino year, 0 otherwise

· elwarm = 1 if a warm El Nino year, 0 otherwise (note that I didn’t use the Temperature variable described on p. 300-1)

· westafr = 1 if a wet year in West Africa

· year = year (for time trend)

· coldxwa = interaction between elcold and westafr

· warmxwa = interaction between elwarm and westafr

· loghurr = natural log of number of hurricanes (response variable)

Please add a short footnotes section written for me to explain your mathematical calculations, why you choose the model or model(s) you did to address the research questions, etc.
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[image: image1.wmf]Model Summary

.646

a

.418

.332

.3408

Model

1

R

R Square

Adjusted

R Square

Std. Error of

the Estimate

Predictors: (Constant), WARMXWA, COLDXWA, YEAR,

ELWARM, ELCOLD, WEST.AFR

a. 

 [image: image2.wmf]ANOVA

b

3.414

6

.569

4.899

.001

a

4.763

41

.116

8.177

47

Regression

Residual

Total

Model

1

Sum of

Squares

df

Mean Square

F

Sig.

Predictors: (Constant), WARMXWA, COLDXWA, YEAR, ELWARM, ELCOLD,

WEST.AFR

a. 

Dependent Variable: LOGHURR

b. 


[image: image3.wmf]Coefficients

a

3.799

8.629

.440

.662

-13.626

21.225

1.422E-02

.174

.016

.082

.935

-.338

.366

.359

2.788

-.398

.146

-.455

-2.726

.009

-.693

-.103

.511

1.958

.186

.193

.218

.962

.342

-.205

.577

.276

3.623

-1.06E-03

.004

-.036

-.242

.810

-.010

.008

.660

1.516

9.388E-02

.256

.092

.367

.715

-.422

.610

.225

4.452

-8.86E-02

.289

-.052

-.306

.761

-.673

.496

.493

2.029

(Constant)

ELCOLD

ELWARM

WEST.AFR

YEAR

COLDXWA

WARMXWA

Model

1

B

Std. Error

Unstandardized

Coefficients

Beta

Standardi

zed

Coefficien

ts

t

Sig.

Lower Bound

Upper Bound

95% Confidence Interval for B

Tolerance

VIF

Collinearity Statistics

Dependent Variable: LOGHURR

a. 


Model Two:
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Model Three:
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[Models continued on reverse side…]

Model Four (from stepwise selection):
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Model Five:
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